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ABSTRACT 

 
Precision tracking applications using two-axis gimbal or antenna actuation systems suffer from a singularity when the 
inner axis reaches +-90 degrees. This is known by various terms - the keyhole singularity, gimbal lock or the nadir 
problem. Practically, sightline control is degraded and often lost in a neighborhood of this singularity. In this paper, two 
nonlinear control algorithms are applied to sightline pointing and stabilization control in the neighborhood of the nadir; 
the traditional cosecant correction and the nonlinear generalized minimum variance technique. Both controllers were 
tested against a validated model of an Aeromech TigerEye turret.   
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1. INTRODUCTION  
Asymmetric warfare – a large conventional army against much smaller terrorist or ‘insurgent’ groups – has been the 
defining characteristic of recent military conflicts involving UK and US armed forces. Without clear battlefield lines the 
identification of and defence against hostile threats has seen a rapid increase in the demand for effective and reliable 
airborne electro-optic (EO) systems. EO systems fall into two broad classes: Intelligence, Surveillance and 
Reconnaissance (ISR) systems and Defensive Aid Suite (DAS) systems. Both use similar optical systems technology, but 
the very real operational differences demand substantially different solutions. For example, an ISR system must have 
long-range imaging capability, which in turn requires high-resolution imagers and extremely precise sightline 
stabilization systems to minimize jitter. A DAS system however needs an incredibly agile sightline to ensure that 
incoming threats to the host platform are properly tracked and interrogated/defeated. This is especially true for Directed 
Infra-Red Countermeasures (DIRCM) systems. 

Two crucial features of EO countermeasures devices carried by airborne vehicles may benefit from the application of 
modern control: tracking of agile moving targets and own-ship motion sightline stabilization. During engagement, when 
the host platform is attacked by a surface-to-air missile, a fast and precise sightline loop is essential to intercept the 
missile system via jamming of the missile seeker. Moreover, it is imperative for the tracking system to be able to operate 
over a full hyper-hemispherical field-of-regard (FoR), as any tracking deficiencies are sure to be exploited by future 
missile guidance systems and tactics1. Sufficient FoR is ensured by a 2-axis gimbal device with one gimbal rotating over 
the azimuth axis and the other over the elevation. A significant problem exist with this  configuration however when the 
target moves such that the line-of-sight (LoS) vector approaches the azimuth axis, at around -90 degrees in elevation, the 
system loses one degree of freedom and is therefore unable to maintain accurate track. Often this degree-of-freedom loss 
is known as one of the following interchangeable terms – “gimbal lock”, “keyhole singularity” or “Nadir cone”, although 
we shall use the latter for the remainder of this paper. Practically, the engagement kinematics driving tracking in the 
neighbourhood of the nadir require significant agility from the outer, azimuth gimbal axis, to the limit that LoS vector 
tracking through the singularity when the LoS and azimuth axis are collinear results in infinite acceleration & rate 
demands to the OG axis. Obviously, the acceleration demands within this range are high enough to saturate the servos, 
leading to large tracking errors that heavily impair the precision of the system2. 
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Various techniques have been used in the past to overcome the Nadir problem. The simplest is the orientation of the axes 
of the turret such that the nadir singularity lies outside the operational region of the system. However, this approach is 
unsuitable for a DIRCM system due to the need for hyper-hemispherical coverage. The second method, also an opto-
mechanical solution, is to add additional axes to the pointing and stabilisation system. Unfortunately this approach 
increases the size, complexity and initial unit price in addition to comparatively reducing mean-time-between-failure and 
hence raising operational costs. Transition from military to civilian protection DIRCM systems using multi-axis 
technology is therefore not practical. The third approach is to reduce the size of the nadir cone by using a faster actuation 
mechanism, requiring high-performance motors/sensors etc. with the inevitable financial penalties. The fourth approach 
and the one investigated in this paper is the use of non-conventional sightline controllers to mitigate the effect of nadir 
singularity on tracking error.  

As will be shown later in this paper, operation in the neighbourhood of the nadir presents at least two significant 
nonlinearities to the sightline control engineer. The first is the singularity introduced earlier. The second is a kinematic 
nonlinearity due to the difference between the cross-elevation axis (as measured in the imager frame) and the outer 
gimbal (azimuth) axis. Having two significant nonlinearities in the feedback loop would naturally suggest that a 
nonlinear control design technique should be applied to the problem. Luckily, a number of nonlinear control laws have 
been proposed in recent years, including sliding mode control, adaptive backstepping, LMI optimization, nonlinear H-
infinity control, feedback linearization and direct Lyapunov methods3-8. However, most of the nonlinear controller design 
techniques mentioned are difficult to use, steeped in complex mathematics and often counter-intuitive tuning. The 
Nonlinear Generalised Minimum Variance (NGMV) technique developed by Grimble et.al.9 provides a framework that 
attempts to isolate the nonlinearities in the system from the sightline control designer. Once the nonlinearities in the 
system captured in the modelling process are included into the NGMV synthesis, controller tuning is achieved via simple 
weight selection. The NGMV was designed specifically to yield a nonlinear controller which can be easily designed and 
commissioned. Therefore, it is an ideal candidate technique for sightline control of a two-axis system. 

The structure of the paper is as follows. In section 2 an overview of the Glasgow University sightline control laboratory 
is presented. This is followed in section 3 by derivation and validation of mathematical models of the turret and external 
tracking loop that form the heart of the lab. In section 4 an overview of the theory underpinning the NGMV technique is 
presented and this is followed in section 5 by some simulation results comparing linear, standard nonlinear and NGMV 
controllers in the neighbourhood of the nadir. Conclusions and recommendations for future work are given in section 6. 

 

2. SIGHTLINE LAB 
The Sightline Control Laboratory (SCL) of the University of Glasgow is a bespoke research and teaching facility 
designed to assist applied research in the areas of pointing, stabilization, tracking and image processing of electro-optic 
systems – known collectively by the term Sightline Control. The remit of the lab is to provide a hardware-in-the-loop 
functional testing and analysis facility for all aspects of sightline control, irrespective of the particular unit under test.  
 
2.1 Lab Overview 

In the configuration used for this research, an Aeromech TigerEye 2-axis visible band electro-optic turret was used, (see 
Figure 1 below). The turret is mounted on a tripod about 1.50m height and 2.50m distance from the projector screen. In 
general, the HD projector is used to display high-definition video of interesting operational vignettes designed to push 
the tracking loop to its performance limits, in both track creation/association and kinematic prediction. In this set of 
experiments only the track-loop dynamic response is of interest. Consequently, the projected target is a simple white ball 
against a blue background, programmed to move along either a circular or vertical trajectory. Each trajectory is specified 
in a world coordinate system which, for the circular trajectory consists of the y and z axis of the ball defined as sinusoidal 
functions, the parameters of which define the circle radius and revolution time. For the experiments that follow, the 
target motion frequency was set at 0.1Hz with a projected image sample rate of 100Hz.  
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Figure 1, Schematic overview of the sightline control laboratory. 

 

Communication with the TigerEye is performed over a high-speed CAN bus and an RS232 video link. These are 
interfaced to the host PC using a National Instruments PXI chassis with video framegrabber and CAN bus interface 
cards. The TigerEye operates in a number of different command modes – position mode, rate mode, stabilized rate mode, 
body-referenced etc. To implement an external track loop, the TigerEye should be commanded to operate in rate mode, 
which means that commands sent to the turret over the CAN bus will be interpreted as rate loop demands for each axis. 
Figure 2 demonstrates a summarizing schematic of the system: 
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Figure 2, Tracking System Configuration 

 

The measurement for the elevation displacement is taken directly as the vertical pixel displacement, given the camera is 
fixed to inner gimbal. This measurement then passes through a scaling factor to convert from pixel error to angle error, 
inside the processing unit where the comparison is taking place, and converted into rate demand. Likewise, the 
measurement for the azimuth displacement is taken in terms of horizontal pixel displacement, which is a measurement 
also obtained from the camera fixed onto the inner gimbal. The second error measurement does not represent the actual 
azimuth error but the azimuth with respect to the inner gimbal defined as the ‘cross-elevation’10. Using the cross-
elevation to control the azimuth axis gimbal can cause problems, as follows. 
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2.2 Simulation model 

2.2.1  Kinematics 

The following analysis explains how a change in target position relates to demanded gimbal angles for accurate tracking. 
Say that the line-of-sight rests on the waterline (zero azimuth and elevation angles) prior to tracking a displacement in 
the target axes. As shown in Figure 2, there are three principle rotations to consider: base tilt �, which transforms from 
world axes to base axes, azimuth (outer gimbal) rotation about the TigerEye z-axis (�) and then an elevation (inner 
gimbal) rotation about the y-axis, �. As the camera is carried with the inner gimbal, the image and inner gimbal axes are 
assumed coincident (neglecting alignment tolerances). Therefore the target position in image axes is given by, 

 

 (1) 

  

Where  are the direction cosine transformation matrices for the elevation, azimuth and base tilt angles 
respectively. To recover the off-boresight angle errors needed to drive each track loop controller, the actual target 
position is projected onto the surface of a unit sphere centered at the image plane. A simple conversion from Cartesian to 
polar coordinates recovers the actual error angles as measured by the TigerEye imager.  

The main problem this research deals with is an implication occurring in the kinematics, when the turret is tracking a 
target which moves near or past the -90 degrees elevation angle. Then the sightline axis becomes aligned with the outer 
gimbal rotation axis and the system loses one degree of freedom, Figure 3. 
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Figure 3 Tracking loss through the Nadir 

 

Operation of the LoS near this condition – inside the nadir cone – introduces two significant problems. The first is the 
mechanical singularity arising from the loss of a degree of freedom at the nadir, Figure 3.  Physically this manifests as 
the inability of the outer gimbal (azimuth) to perform the necessary instantaneous 180 deg. due to drive/motor saturation 
and tracking is lost. There is little can be done here without preview or predictive ‘shooting’ methods1.  A second nadir 
nonlinearity arises from the use of cross elevation error as the measurement driving the azimuth motor. In the 
transformation required to take the cross-elevation back to actual azimuth angle, shown in Equation 2 below, the cross-
elevation error �u is multiplied by the cosine of the elevation gimbal angle.  
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  (2) 

 

As the angle � increases, there is effectively a reduction in the azimuth track loop gain equivalent to cos(�). At the nadir, 
the cross-elevation and azimuth axes are orthogonal leading to no effective control in the azimuth track loop. This is the 
nadir problem this paper will use NGMV to mitigate. 

2.2.2 Gimbal Axes Equations 

By first principle modeling, the turret system simplicity consists of two servo-motors, one for each gimbal. These rate 
loops are considered decoupled in this particular application, having no interacting reaction torque effects from one to 
the other. Consequently the two paths are individually linear and can be easily described by Newton 2nd rotational law of 
motion as: 

 

  with    

and 

 with    

(3) 

 

where, J is the inertial matrix and L the sum of the kinematic torques around the equivalent gimbal which, apart from the 
control torque   , include friction and cable restrain torques   , reaction torques     acting on the outer gimbal 
by the inner, and mass imbalance torques     about each gimbal10. 

 

2.3 The Cosecant Correction 

One of the methods used to encounter the Nadir tracking consists of directly adjusting the cross-elevation error signal 
with the use of a secant function to cancel out the cosine in the denominator, Figure 4. Moreover, alternative 
transformations, like the quaternion, cannot be employed as the problem itself is a result of the turret’s physical attributes 
rather than just an implication of the modeling kinematics.  
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Figure 4 Signal flow for the cosecant correction controller. 
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To implement the cosecant correction controller, the actual inner gimbal angle is obtained from the telemetry message 
the TigerEye periodically transmits over the CAN bus. In the results to follow there are some slight synchronization 
errors between CAN bus reporting and the imager frame rate, but not sufficient to disrupt the action of the controller. 
Finally, the cosecant correction controller should have a roll-off close to the actual nadir, otherwise infinite gain would 
be injected into the azimuth axis track loop.  

 

3. MODEL VALIDATION  
To test the performance of the NGMV controller, an accurate model of the TigerEye is required prior to creating and 
commissioning a labview version.  

3.1 Model identification 

A frequency domain identification strategy was used to extract the transfer functions of each axis. Each transfer function 
should relate the rate command to the actual gimbal axis rate, as reported by the stabilization loop gyros over the CAN 
bus. The nominal CAN bus trajectory reporting frequency is 10Hz and the imager frame rate is 30Hz. Logarithmically-
spaced input sinusoids of frequencies from 0.05 to 4 Hz excited each axis in turn and, using SCL LabView code, the 
system frequency response function for each input frequency were computed. This data was converted into gain and 
phase plots in Matlab, from which accurate transfer functions were obtained. The spectral characteristics for the tilt and 
pan rate loops are compared against the identified ones in figure 5.a and 5.b respectively. 

 

 

 

Figure 5, tilt & pan rate loop identification 

 
 

3.2 Model validation 

To use a mathematical model for control design in the neighborhood of the nadir, the accuracy of the model in this 
region has to be determined. The moving target and full gimbal kinematics of the problem were implemented along with 
the identified turret model in Matlab. The system was simulated for the case where the turret tracks a ball moving along a 
circular trajectory in 0.1 Hz and under various base tilt angles from 0 (waterline) to 90 deg. (Nadir). Given the same 
scenarios, the real turret was tested and the rate commands along with the spectral error compared to those of the 
simulation, Figure 6. On the pan graph corresponding to -90 degrees base tilt angle the saturation in the azimuth gimbal 
motor can be seen after which the camera captures the target again but only in the case where the target moves relatively 
slowly. 
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Figure 6 Validation results for various base tilt angles 

 

As we can see from Figure 6, regardless of the mismatch occurring due to phase differences and potential jitter (varying sample rate) 
on the CAN bus, the identified data holds a model representation accurate enough to stand as the simulation basis. 

 

4. NONLINEAR GENERALIZED MINIMUM VARIANCE CONTROL  
Although the individual rate loops are not nonlinear, the total system demonstrates the inverse cosine nonlinearity which 
appears as a singularity on the reference signal. That makes the situation peculiarly difficult to be dealt with a 
conventional nonlinear control scheme. In this paper the Nonlinear Minimum Variance Controller is introduced, having a 
feature that allows various nonlinearities to be explicitly included inside the controller. 

4.1 Overview 

Based on the development of the Minimum Variance controller11 and the later work on the Generalized Minimum 
Variance control, where a control signal costing term has been added12, Grimble developed the Nonlinear Generalized 
Minimum Variance Control scheme applied in nonlinear SISO or MIMO stochastic non-minimum phase systems. The 
NGMV combines features of the Smith Predictor, in dealing with pure delays and process deadbeats, and of the IMC as 
well, containing an internal model of the process. The uncertainty though, that might occur between the modeled and the 
actual plant is regulated with the use of two weightings, penalizing the control and the error signal. 

Unlike its predecessors the use of dynamic cost-function weightings, allow regulation within a wider operating range 
without the need for local linearization. The plant description is treated in a very general nonlinear operator form, which 
may be consisted of state-space models, transfer operators or nonlinear look up tables. The reference and disturbance 
models are described by linear subsystems with some loss of generality. Input-output nonlinearities appear as black 
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boxes and this gives the algorithm a great advantage as it takes the modeling of the nonlinearity out of concern. Solving 
the optimal control law only involves the output and the control signal hence the nonlinear subsystem model is needless. 
Although in the case that it is available it can be directly used in the algorithm12. 

The general model description feature of the algorithm extends to the weightings as well which can be constant, dynamic 
containing nonlinearities and state-dependent, as it is currently investigated, given that they are open-loop stable. 
Additionally unlike feedback linearization methods the plant model does not need to be affine. 

Stability for linear systems is ensured when the combination of the control and error weightings is strictly minimum 
phase. In the nonlinear case the plant operator must have a stable inverse. It is shown that if there is a PID controller that 
will stabilize the nonlinear system, without transport delay elements, then a set of cost weightings can easily be defined 
to guarantee the existence of this inverse and thus ensure the stability of the closed loop9. Figure 7 summarizes a 
simplified formulation of the NGMV while in Figure 8 the internal structure of the various parts in state-space 
formulation is demonstrated. In this form the Smith Predictor, IMC and MV features are apparent. 

 

 
Figure 7 the NGMV control loop formulation 

 

 
Figure 8 plant, reference and disturbance definition in combination with the NGMV weightings 

 

Total NL Part: 

 (4) 
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Total NL and Linear State Equations:  

 

 
 

 

with                           ,  ,   ,   

(5) 

 
The output as seen in Figure 8 and using Equation 5 can be written as: 

 

 (6) 

 
and from Equation 6 the future outputs can be derived iteratively: 

 
 (7) 

 
etc. These steps are summed up as: 

 (8) 

 
and the future k-steps ahead weighted output is: 

 

 (9) 

4.2 The NGMV control problem 

A time-varying Kalman filter is used to retrieve the initial states in Equation 9: 

 

  (predictor) (10) 

 

  (corrector) 

 
(11) 

 
NGMV uses the same cost function as the Minimum Variance controller,   where   

. Embedding the future output signal in the cost function holds: 

 
 (12) 
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The cost function can be written in prediction and prediction error terms as: 

 
 (13) 

 
The prediction is independent of the control action hence setting it to zero minimizes the cost function and that gives the 
NGMV law which is: 

 (14) 

  

4.3 Weightings selection 

When the control and error weightings are selected to be strictly minimum phase then stability for linear systems is 
ensured. For nonlinear systems though we assume that the related operator equation must have a stable inverse. 
Moreover it is shown that if there are PID parameters stabilizing the open-loop process, then these can be used for an 
NGMV weighting initial selection, with performance similar to that of the PID9. 

 

5. RESULTS 
To quantify the performance of the NGMV controller, the track error returned for scenario 2 – target motion in the z-axis 
only – was computed for a basic PI controller, PI+cosecant correction and NGMV. The tracking performance for a close 
nadir pass scenario (1cm screen coordinates corresponding to a nadir miss angle of 2.3deg), is shown below in figure 9. 
This close to the nadir singularity the azimuth demand resulting from the kinematics changes rapidly with a large error 
forming immediately prior to the nadir due to the rate limit on the azimuth gimbal. In all three responses, the underlying 
PI controller is identical, differences in the responses due solely to the additional nonlinearities in the cosecant correction 
and NGMV controllers.  

 
Figure 9 Kinematic and achieved azimuth angles for a 1cm nadir pass scenario. 

 
All three controllers are very well damped with minimal overshoot and little or no ringing. The response of the PI 
controller is the slowest of the three, as expected due to the presence of the cos(�� gain term in the measurement path 
(note: although the gain has reduced, the large error signal forces saturation of the rate loop). Relating this result to the 
key requirements of a DIRCM tracker (maximise energy on target), the NGMV controller settles down after the first 
nadir pass at 10seconds, the PI+Cosecant settles after 11sec and the PI 12sec. This suggests the NGMV controller would 
provide more time-on-target of the DIRCM defeat laser, increasing the probability of missile confusion. 
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Figure 10 Total LoS track error for nadir pass geometries of (a) 1cm, (b) 5cm, (c) 20cm and (d) 40cm. 

 
While tracking performance close to the nadir is important, controller performance should be maintained throughout the 
field-of-regard. Figure 10 shows the radial track error (angle between boresight and target vectors) for four nadir pass 
conditions: 1cm, 5cm, 20cm and 40cm. In all cases the same trend is observed – cosecant correction outperforms the PI 
alone and the NGMV consistently provides better tracking performance. 

 

6. CONCLUSIONS 
A number of contributions to the sightline control literature were presented and discussed in this paper. First, the 
architecture, functionality and intended operation of the Sightline Control laboratory were presented. The suitability of 
the SCL hardware for investigation of track loop operation in the neighborhood of the nadir was demonstrated and the 
process of system modeling, identification and validation discussed. The mathematical models of both gimbal axes and 
SCL kinematics were validated against experimental results. 

Through a detailed derivation and explanation of the key design parameters in NGMV controller design, the suitability of 
an NGMV track-loop controller in operation close to the nadir was shown. The primary benefit of this technique is the 
ability to include the system nonlinearities, the azimuth axis measurement singularity in this case, directly within the 
controller but shielded from the designer. The NGMV controller was consistently the best performing controller with 
minimal additional tuning. This suggests NGMV is a practical synthesis technique for sightline controllers. 
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